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Only 1 ∕ 100 samples generated 
fall outside this contour

Only 1 ∕ 107 samples generated 
fall outside this contour

Monte Carlo Sampling – Limit 
State In 2-Dimensions

- Standard Monte Carlo (SMC) is simple and robust, but inefficient for 
estimating rare event probabilities

- 𝑁 = 1 − 𝑃 ∕ 𝑃 𝛿
𝑃
2 , so for 𝑃 = 10−7 and 𝛿𝑃 = 0.1, 𝑁 = 109

Need samples from this 
region to estimate POF
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Optimal Sampling Region

- Only a small portion of the failure region is important for calculating POF
- Call this the important region

- as drawn the important region (in red) accounts for 99% of the POF 
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Importance Sampling

Standard Monte Carlo Sampling Importance Sampling

𝑓 𝒙 𝑞 𝒙

region of 
importance

Importance weight
𝑤 𝒙 = 𝑓 𝒙 ∕ 𝑞 𝒙
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Adaptive Importance Sampling

- PDTA requires evaluating POF over a range of times

- With traditional importance sampling, a sampling density must be adapted to the important 
region(s) for each evaluation time (and each inspection)

- The adaptation process is iterative, and becomes cumbersome when many important regions 
must be covered
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Adaptive Multiple Importance 
Sampling Approach for PDTA

-Basic Importance 
sampling
- Adapt individual 

sampling density for 
each evaluation time

-Multiple Importance 
Sampling
- Adapt a mixture 

density for the entire 
range of evaluation 
times

Individual 
Times

Multiple 
Times

Important Region(s) Adapted Sampling Region

𝑡 = 10000

𝑡 = 0 to 20000
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Going From Collection of Component 
Densities to Mixture Density 

- The collection of individual sampling densities becomes a mixture density by 
calculating the importance weight of each sample as a weighted sum of the individual 
sampling density importance weights

- Adds complexity to importance weight calculation (and recalculation), but greatly 
reduces the number of sample crack growth evaluations

𝑤𝑚𝑖𝑥 𝒙𝑖𝑗 = ෍

𝑚=1

𝑁𝑚𝑖𝑥

𝜔𝑚 𝒙𝑖𝑗
𝑓 𝒙𝑖𝑗

𝑞 𝒙𝑖𝑗 , 𝜽𝑗
∀ 𝑖, 𝑗

Mixture weights for sample 𝒙𝑖𝑗, σ𝑚=1
𝑁𝑚𝑖𝑥𝜔𝑚 𝒙𝑖𝑗 = 1 𝑗-th component density with parameters 𝜽𝑗

Importance weight for sample 𝒙𝑖𝑗 Nominal density

෣POF 𝑡 =
1

𝑁
෍

𝑖=1
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෍
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𝐻 𝒙𝑖𝑗; 𝑡 𝑤𝑚𝑖𝑥 𝒙𝑖𝑗
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Mixture Density Adaptation

- Coefficient of Variation, COV = ൘
෣𝑃𝑂𝐹

Var ෣𝑃𝑂𝐹
, is used to decide if each POF 

estimate is converged, and to pick which POF estimate (time value) to focus 
on with the next component density

- Adaptation continues iteratively until all POF estimate COVs are less than or 
equal to the COV threshold (user specified)

Add sampling density 
to reduce COV here

Add sampling density 
to reduce COV here

Add sampling density 
to reduce COV here

COV Threshold
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- Above: Progression of Mixture Density adaption - a multivariate 
normal component density, tailored to the POF(t) estimate with 
the highest COV, is added at each step 

- Top Right: mixture density satisfying the COV threshold for all 
POF(t) estimates (1500 samples)

- Bottom Right: ideal sampling density (9000 samples –
300x300 grid)

Mixture Density Adaptation
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- To use Adaptive Multiple Importance Sampling in SMART|DT, go to the 
Analysis page (top navigation), select Probabilistic in the side 
navigation, and change the Method to Adaptive Importance Sampling

SMART|DT Adaptive Multiple 
Importance Sampling Setup

initializes the pseudo-random number generator for sampling

threshold value at which adaptation will stop adding samples to improve the POF estimate

number of samples generated for each component sampling density

number of adaptation iterations at which the adaptation algorithm will stop even if the 
COV threshold is not met by all POF estimates
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Adaptive Multiple Importance 
Sampling Example Problem

Geometric Variables Value

Hole radius 0.164 in 

Cap Thickness 0.175 in

Cap Width 1.80 in 

We will use HyperGrow
to evaluate a crack 

growth curve for every 
sample with random 
da/dn, aspect ratio 
and hole diameter

Hypergrow_NewmanRajuCorner.smdt
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GUI - Information
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GUI – Analysis (I)
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GUI – Analysis (II)
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GUI - Material
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GUI – Geometry
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GUI - Loading
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GUI - Inspections
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GUI - Run

Finished in 0.3 seconds



20

GUI - Results
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- Introduce Adaptive Multiple Importance Sampling now available in 
SMART|DT

- This method reduces PDTA runtimes by 6 orders of magnitude compared 
to Standard Monte Carlo with 109 samples

- The speed of the method allows da/dn variation to be included in the 
analysis

Summary
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Questions


